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1.1	General

1.1.1	This document has been written by Smith System Engineering (Smith) for the Radiocommunications Agency (RA). It represents the final report under contract AY 3044 concerning an investigation of digital techniques for radiomicrophones.

1.2	Background

1.2.1	Radiomicrophones allow the transmission of high quality audio from microphones (or musical instruments) from a moving performer to fixed receivers, which then feed the signal on to the Public Address (PA) systems in theatres, studios or other performance venues. Currently, radiomicrophones operate on frequencies between approximately 50 and 900 MHz using analogue Frequency Modulation (FM). 

1.2.2	The performance of existing analogue radiomicrophones meets most users’ requirements, due to the optimisation of the systems to take account of the FM technology used. Even in harsh radio environments, such as theatres and studios, where multi-path reflections can severely affect the performance of such analogue systems, techniques such as diversity reception can be used to maximise performance.

1.2.3	However, demand for radiomicrophone channels is increasing, and since the spectrum assigned to their use is subject to great pressure from other radio services, it is necessary to identify new techniques that will allow the more efficient use of the available spectrum. The RA has identified some available spectrum between 1.785 and 1.8 GHz but its use by existing FM systems would not be an ideal solution since multi-path reflections would be even worse (due to the smaller wavelength).

1.2.4	Alternative solutions are being sought and the move to digital transmission is seen as one possibility. Audio coding and digital modulation techniques offer the potential for high quality audio transmission within smaller bandwidths than currently used and with the added benefit of improved immunity to multi-path transmissions and it is the application of such techniques that the RA is intending to address through this study.

1.2.5	In addition, the RA is also seeking to identify compatibility issues both regarding the sharing of spectrum with digital television services (conforming to the DVB-T standard) and the potential for interference to induction loop hearing aid systems.

1.3	Structure of this report

1.3.1	Section 2 presents an overview of digital radiomicrophones and identifies the key criteria which any digital system must meet in order to satisfy user requirements. Section 3 looks at audio coding techniques in order to determine an appropriate coded bit rate which will allow the required audio quality to be transmitted within a reasonable delay.

1.3.2	Section 4 explores error control codes and assesses a suitable amount of overhead to apply to the coded audio to ensure reasonably error-free audio transmission. Section 5 builds upon the work described in sections 3 and 4, by examining in detail the modulation schemes available and determines the most appropriate scheme for digital radiomicrophones. Section 6 examines the potential for sharing with DVB-T transmissions.

1.3.3	Section 7 draws together the conclusions of the study and appendix A lists the reference material used in the study.

1.3.4	Throughout the study we have borne in mind the need to ensure that any solution proposed does not use techniques, schemes or algorithms that would preclude open competition between manufacturers by choosing audio coding, error coding or modulation techniques that can be implemented using off-the-shelf components. Attention has also been paid to the need to ensure that a digital solution would not be significantly more power hungry (for the transmitter only) than existing analogue systems.

�2	Key criteria for radiomicrophones

2.1	Introduction

2.1.1	This section describes the basic building blocks that comprise a digital radiomicrophone and highlights the key criteria that any such system must meet in order to be of benefit to users. The key criteria have been ascertained by reference to available documentation and by discussion with several industry players. There was sufficient commonality between the results obtained that it was felt that wider consultation was not necessary. 

2.2	Radiomicrophone basics

2.2.1	Figure 2-1 illustrates the basic architecture of a digital radiomicrophone indicating the various elements that make up the transmitter and receiver.
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Figure � STYLEREF "Heading 1,h1" \n �2�-� SEQ Figure \* ARABIC �1�: Block diagram of digital radiomicrophone architecture

2.2.2	For each building block, there are output and input in the transmitter with corresponding blocks, inputs and outputs in the receiver. The outputs from (or inputs to) each of the blocks in the transmitter are indicated using the letters A to F. The corresponding inputs or outputs in the receiver are indicated using A’ to F’. These inputs and outputs have the following characteristics:

A	Analogue audio signal. Frequency range 30 – 20,000 Hz, dynamic range up to 120 dB.

B	Digitised audio signal. Typically the audio signal (A) is sampled between 32 and 48 thousand times per second. To achieve a 120 dB dynamic range, an ADC with 20 bits is required.

C	Coded audio. Audio compression algorithms are used to reduce the amount of data that needs to be transmitted in order to reconstruct the audio signal. The greater the level of compression offered, the lower the data rate but the longer the delay and, in the limit, the poorer the quality of reproduced audio. Compression ratios of up to 10 are common (ie the amount of data output from the coder is 10 times less than that input). The reverse process applies in the receiver.

D	Coded audio with added error correction. Error correction algorithms are used in the transmitter to allow the receiver to reconstitute the transmitted signal in light of errors that have occurred in transmission (as a result of interference or weak signals).

E	Radio Frequency (RF) signal modulated with data. The bandwidth of the signal is a function of the data rate into the modulator and the modulation scheme used. The modulation scheme used also affects the signal strength required in order to effectively decode the transmitted signal. Note that two digital demodulators and error correctors are shown to indicate the use of diversity. In digital systems, it is the error corrector that determines which of the two received signals should be used to recover the original signal based on the error rate being produced by each demodulator.

F	In some instances the structure of the coded voice signal is tied in with the transmission structure. This is often performed for Time Division Multiplex (TDM) based systems where the frame rate is the same as the time slot.

2.2.3	In describing the basic configuration of radiomicrophone systems, it is also worth examining, in more detail, the issues associated with the transmission of the radio signal. This is because there are many factors in play here that can affect the performance of the system overall.
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Figure � STYLEREF "Heading 1,h1" \n �2�-� SEQ Figure \* ARABIC �2�: Factors affecting transmission

2.2.4	The transmitter affects the performance of the system purely by means of the power produced (ignoring the effect of the modulation scheme used). The efficiency of the transmit antenna will vary with frequency. Typically antennas used for radiomicrophones are, for practical reasons, small (certainly smaller than (/4) and have gains of 0 dBi or less. As the frequency of operation increases, so does the efficiency of the transmit antenna (assuming that its length is not altered).

2.2.5	For radiomicrophone transmitters worn on the body or at times when the user is located between the transmitting and receiving antennas, the attenuation caused by the body can be significant (often 15 dB or more). The free space path loss will vary depending upon the frequency of operation with higher frequencies introducing greater loss.

2.2.6	Basic systems incorporate a single receive antenna, whereas more sophisticated systems employ two antennas to give diversity reception. The use of diversity provides significant immunity to fades in multipath environments (such as theatres and studios). The receiving antenna itself can be relatively large (compared with the transmitting antenna) and, at UHF frequencies, can begin to offer additional gain within reasonably proportioned dimensions.

2.2.7	Cables connecting the antenna(s) to the receiver is a potential source of signal loss, especially where the cable runs are long. Ten metres of RG58 cable (ie typical coaxial cable) produces a loss of around 4 dB at 500 MHz. The receiver itself can also affect system performance. The critical factor is the receiver noise floor (although other factors such as bandwidth and adjacent channel rejection can play a part). Typically, current receivers have noise figures of around 4 dB.
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Figure � STYLEREF "Heading 1,h1" \n �2�-� SEQ Figure \* ARABIC �3�: Effect of frequency dependent elements of the transmission path

2.2.8	Assuming that transmitter power, receiver noise figure and body shielding remain constant across all frequencies, figure 2-3 illustrates the fundamental frequency dependent elements of the transmission path. It can be seen that the overall gain actually mimics the cable loss. Hence by using better cable the overall transmission parameters should apply equally at all frequencies. This ignores the additional effect of multipath reflections at high frequencies but does demonstrate the potential for radiomicrophone operation over a wide range of frequencies.

2.3	Audio requirements

2.3.1	Following consultation with users of radiomicrophone systems, the following basic audio parameters have been identified:

Audio bandwidth: This should extend to 15 kHz or, preferably, beyond (to 20 kHz).

Dynamic range: Current radiomicrophone systems offer dynamic ranges as high as 90 dB by using audio companders. A digital system should be capable of equalling or bettering this.

Audio delay: Opinion was divided on the appropriate audio delay with requirements varying from less than 2 to less than 10 milliseconds. It is likely that these variations reflect the different environments in which radiomicrophones are used. We shall assume that an end-to-end delay of less than 5 milliseconds is required.

2.3.2	In the digital domain, the first of these requirements translates into a sample rate and number of bits per sample. To achieve an audio bandwidth of 15 kHz or more, a sample rate of 30 kHz or more is required. Typically, digital audio signals operate at sample rates of 32, 44.1 or 48 kHz giving audio bandwidths of 15, 20 and 22 kHz respectively. Unless specified otherwise we shall assume a sample rate of 44.1 kHz. To achieve a dynamic range of 90 dB requires just over 15 bits of accuracy� in the sample. Typically 16, 18 or 20 bits are used. Unless specified otherwise we shall assume that 16 bits per sample are taken. Uncoded audio will therefore produce a data rate of 44.1*16 = 705.6 kbps.

2.3.3	The end-to-end audio delay will be determined by a number of factors, each of which will be addressed individually as they arise. These factors are:

the audio coding scheme used (this is likely to have the greatest overall impact);

the error control scheme used;

the modulation scheme employed.

2.4	Overcoming multi-path effects

2.4.1	As far as the radio environment is concerned, one of the greatest problems with radiomicrophones is the large number of reflections caused within a building which in turn cause fades (the same does occur in outdoor environments, but is less of a problem as reflective surfaces tend to be further away from the operating area). Fades occur when two signals (usually one direct and one reflected) arrive at the receiving antenna out of phase.

2.4.2	Currently spatial diversity mechanisms are used to reduce the effect of fades, whereby two (or more) antennas are fed into separate receivers. The audio from the receiver with the highest received strength is then used. By placing two receiving antennas around 10 wavelengths apart (equivalent to around 7 metres at 450 MHz) the likelihood of the transmitter being in a fade to both antennas is significantly reduced.

2.4.3	The severity of a fade can be determined by two parameters, the depth of the notch and the bandwidth of the notch. Deep fades are caused when the reflections combining at the antenna cancel completely and is relatively independent of environment. 

2.4.4	The bandwidth of the fade (sometimes called the correlation bandwidth) depends upon the delay spread of the reflections. For a reflection of delay t seconds, the corresponding bandwidth of the fade is 0.5/t MHz (between the points at which the fade has no effect compared to an unfaded signal, see figure 2-4). It is interesting to note that in the instance where the reflected signals arrive in phase, the signals combine to produce an stronger resultant (the bandwidth over which this enhancement occurs is the same as the fade bandwidth)
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Figure � STYLEREF "Heading 1,h1" \n �2�-� SEQ Figure \* ARABIC �4�: Illustration of fade bandwidth

2.4.5	A typical spread of delays found in an indoor environment is 10 – 300 ns, implying fade bandwidths of 1.6 to 50 MHz. For an outdoor environment, the maximum delay increases dramatically to 3 (s implying fade bandwidths of between 0.16 and 50 MHz.

2.4.6	In order to mitigate against the effect of fades using frequency diversity techniques, it is necessary to ensure that the transmission bandwidth is at least as large as the fade bandwidth. To be effective against fades caused in an indoor environment, the bandwidth of the transmitted signal would need to be at least 1.6 MHz and preferably more, which would involve the use of frequency hopping or spread spectrum techniques. 

2.4.7	Spread spectrum techniques spread the signal over a much larger bandwidth by modulating the required signal with a high speed ‘code’. The receiver then looks for this code in order to reconstitute the required signal. A number of transmitters operate in the same spectrum and the receiver distinguishes between them by their code. In order for such a Code Division Multiple Access (CDMA) system to work, the strength of each of the signals being received should be equal. As each transmitter moves around, its power must therefore be controlled to ensure that the strength of the received signal remains constant. Only the receiver is aware of the appropriate power level and this must be communicated to the transmitter. A return radio path is therefore required.

2.4.8	Frequency hopping techniques operate by transmitting successive bursts of data on different frequencies. This effectively spreads the signal over the hop range of the transmitter. So long as the hop range is greater than the fade bandwidth, some of the transmitted burst will be received. Where a number of frequency hopping transmitters operate in the same spectrum, care must be taken to ensure that the hopping patterns followed by the transmitters do not clash such that two transmitters use the same frequency at the same time. For this, synchronisation is required which again requires some form of radio return path to the transmitter.

2.4.9	In order, therefore, to be able to distribute the wanted signal over a sufficiently large range of frequencies to overcome the indoor fading environment, the following requirements need to be met:

at least 1.6 MHz of (contiguous) spectrum needs to be allocated for radiomicrophone operation;

a return path to synchronise the transmitter (power or frequency) with the receiver is required�.

2.4.10	Whilst the first requirement may be easily met, the complexity required in the transmitter in order to synchronise with the receiver would be significant and it is not known whether spectrum for a return channel could be easily found. It would not make sense to use the same spectrum for the return channel as for the required signal, since this would require sharp filtering in the receiver to ensure that the transmitted signal did not interfere with the transmitted, synchronisation signal.

2.4.11	As such, we shall not consider further the use of frequency diversity techniques to overcome fading. Diversity reception (using two or more antennas) as used with existing analogue radiomicrophone systems remains the simplest and most effective way of overcoming the type of fades experienced in the environments in which radiomicrophones operate.

�3	� SEQ Equation \h \r 0 �� SEQ Table \h \r 0 �� SEQ Figure \h \r 0 �Audio coding techniques

3.1	Introduction

3.1.1	As described in section 2.3, the uncoded data rate for the audio to be transmitted will be 705 kbps. As we are trying to retain the 200 kHz channel spacing currently employed, a modulation scheme providing over 3 bits per Hz of transmitted bandwidth would be required. The inclusion of an error control code would increase this requirement to over 4 bits per Hz.

3.1.2	Such a scheme, whilst possible, would require much larger signals than a lower level modulation scheme, as the required signal to noise is a function of the number of bits per Hz that the modulation scheme offers. A 4 bit/Hz scheme would require eight times the transmitter power required for a simple 1 bit/Hz scheme. 

3.1.3	An alternative approach would be to reduce the amount of data needed to be transmitted by coding (or compressing) the audio signal. Much research has been carried out in producing reduced bit rate transmission of high quality audio for use in digital broadcasting. This section considers these systems in order to determine the minimum coded bit rate that allows the quality of transmission required within the delay available. No actual system will be specified, but it is important that the modulation scheme defined allows sufficient data capacity for the compressed audio to be transmitted and hence it is essential to determine what this rate needs to be in order to allow audio to be transmitted within the target delay requirements (5 ms).

3.2	Operation of audio coding mechanisms

3.2.1	Audio coding techniques that reduce the amount of data transmitted act by utilising information about the audio signal that can be removed from the transmitted signal and added in at the receiving end without this becoming noticeable to the listener. The fact that the change is unnoticeable to the human ear is the key to the success of these systems. Whilst capable of discerning sounds with a dynamic range of over 120 dB, the human ear cannot do this simultaneously. Whilst it may be possible to hear a pin drop in a quiet room, you would not be able to hear it in the presence of a pneumatic drill.

3.2.2	So far, as the actual techniques go, we shall take as a simple example, the Near Instantaneous Companded Audio Multiplex (NICAM) system developed by the BBC. This takes a 1 ms block of audio, sampled to a resolution of 14 bits and determines, for that block, the loudest sound. Based on the loudest sound in the block, only the 10 most significant bits are then transmitted. Range information concerning which of the 10 bits are being transmitted are transmitted along with the 1 ms 10 bit sample block. The range information is then used to reconstitute the signal at the far end. Figure 3-1 demonstrates the principal.
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Figure � STYLEREF "Heading 1,h1" \n �3�-� SEQ Figure \* ARABIC �1�: Illustration of NICAM block splitting

3.2.3	The audio stream is broken up into a number of 1 ms blocks. In the example shown, blocks 1 and 3 would not require the most significant of the 14 bits to be transmitted as the signals contained within the blocks do not approach the maximum level for the 14 bit ADC. For blocks 2 and 4 this is not the case and the most significant 10 bits would be transmitted. Whilst only 10 of the 14 bits are transmitted, the instantaneous dynamic range is therefore only 60 dB, but the overall range as perceived by the listener is 84 dB. 

3.2.4	The systems available commercially all work on the basis of masking sounds that the human ear would not be able to hear and transmitting only the information required to reconstitute the signal at the far end. Increasingly complex methods for doing this are being developed and the reduction in the transmitted bit rate can be over 20 times. The more complex the method, however, the longer the time required to process the blocks of audio and hence the greater the end-to-end delay. 

3.2.5	Some methods of audio compression rely upon information concerning the spectrum of the audio signal. In order to determine the spectrum it is necessary to take a Fourier transform of the audio and sufficiently long blocks are required to calculate the transform resultant. Such spectral based systems typically have block sizes (and hence minimum delays) in the order of tens of ms, in order to be able to take account of the lowest frequency to be transmitted which is typically 30 Hz. As an example, for an FFT to be able to resolve a 30 Hz signal, the sample must be at least 30 ms long which is significantly above the maximum delay specified by radiomicrophone users.

3.3	Comparison of commercially available systems

3.3.1	Table 3-1 outlines the performance of the most commonly available audio compression algorithms in terms of the audio bandwidth, dynamic range, bit rate produced and delay. The parameters for uncoded audio are also shown for comparison. The various MPEG (Motion Pictures Expert Group) audio scheme shown are capable of producing a variety of bit rates with varying qualities, the range available is shown.





System�Audio bandwidth�Dynamic range�Bit Rate�Delay��G.722�7 kHz�78 dB�48 to 64 kbps�125 (s��MPEG Layer I�20 kHz�96 dB�(	32 kbps�25 ms��MPEG Layer II�20 kHz�96 dB�(	to�50 ms��MPEG Layer III�20 kHz�96 dB�(	224 kbps�100 ms��ADPCM�20 kHz�96 dB�176 kbps�2.8 ms��NICAM�15 kHz�84 dB�352 kbps�2 ms��Uncoded�20 kHz�96 dB�705 kbps�< 3 (s��Table � STYLEREF "Heading 1,h1" \n �3�-� SEQ Table \* ARABIC �1�: Technical parameters of various audio coding schemes

3.3.2	Of the schemes highlighted in table 3-1, only two meet the audio and delay requirements stated in section 2, these being Adaptive Differential Pulse Code Modulation (ADPCM) and the uncoded signal. The difference in bit rate between these two signals is a factor of four, which based upon the simple assumptions stated in section 3.1 implies that only one quarter of the transmitter power would be required to transmit the encoded signal compared to the uncoded signal.

3.3.3	This type of power saving is significant. Together with the fact that the delay produced by an ADPCM system is sufficiently small to allow for some error correction and modulation to take place within the 5 ms delay window, it should be possible to produce a coded audio signal at a reduced bit rate within the stated requirements.

3.3.4	In order to allow for other implementations of the general ADPCM methodology and, potentially for other different algorithms, we shall not take the exact bit rate produced by the ADPCM as the benchmark but shall allow a small overhead on top of this for the variation in performance of different manufacturers’ solutions. We shall therefore assume that the necessary audio signal can be contained within a bit stream of 192 kbps and that this shall allow for a delay caused solely by the audio coding process of no more than 3 ms.

3.3.5	It is worth noting that in non time critical applications (typically recorded television events where lipsynch can be achieved by delaying the video signal to match the audio signal), it may be possible for MPEG or other longer delay algorithms to be used at lower bit rates. As our main requirement, though, is for short delays we shall not consider this application further.

3.4	Availability of suitable coding algorithms

3.4.1	Having decided upon a bit rate of 192 kbps it is important to ensure that there are sufficient products on the market that will be able to support this rate. The ADPCM algorithm is supported by at least two organisations: a commercial UK company called Audio Processing Technology (APT) and the American Institute of Musical Arts (IMA).

3.4.2	APT produce a series of products using an algorithm called ‘APT-X 100’. This is a standard ADPCM implementation and allows a 4 to 1 compression ratio, giving, in our instance a coded bit rate of 176 kbps. The IMA approved algorithm is also a standard implementation of ADPCM and also offers a 4 to 1 compression ration. Both organisations state that the small amount of compression used (compared to MPEG) results in a signal that is virtually indistinguishable from the original, even after being coded (and decoded) 12 times.

3.4.3	Another feature of any chip set to implement the necessary audio coding is the power consumption. The use of batteries in the transmitter requires that the power consumed by the electronics contained within gives a suitable operational period for the equipment. 

3.4.4	Most audio coding equipment has a mains power supply available, however battery powered ISDN reporter units are becoming available. Whilst these usually use G.722 audio coding, the amount of digital signal processing (DSP) required to encode in this format is not significantly different than for ADPCM. It is not thought that battery powered ADPCM encoders are currently available, however there are sufficient low-powered DSP chips capable of performing coding to the ADPCM standard. As such, we do not envisage that there would be any particular difficulties in producing an audio coder to give an output of 192 kbps with low battery consumption. It is also worth noting that the ADC chips required to convert the analogue audio into a digital data stream are available with very low power consumption (certainly less than 1 mA).

3.5	Conclusions

3.5.1	An encoded data transmission rate of 192 kbps shall be assumed. This allows for a modest compression ratio of just under 4 to 1. It has been shown that a number of products exist which provide compressed audio at this rate with a coding delay of less than 3 ms. There do not appear to be any barriers to the use of such a coding scheme produced by the need to maintain low battery power consumption.
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4.1	Background

4.1.1	In a digital communication system, information is sent as a sequence of digits, which are first converted to an analogue form by modulation at the transmitter, and then converted back into digits by de-modulation at the receiver. An ideal communication channel would transmit information without any form of corruption or disruption. However, any realistic channel introduces noise and is sensitive to external interference, and this causes the corruption or loss of some digits at the receiver. The system designer can try to reduce the probability of digit errors by appropriate design of the analogue parts of the communication system, but it may be either impossible or too costly to achieve a sufficiently small probability of error this way. A better solution will often be to use Error Control Coding (ECC).

4.1.2	ECC is the controlled addition of redundancy to the transmitted data stream in such a way that errors introduced in the channel can be detected, and in certain circumstances corrected in the receiver. ECC is used to lower the probability of error from the input to the output of the communication system. The added redundancy means, however, that extra data has to be transmitted over the channel, so that either the channel transmission rate must be increased, or the rate of transmission of digits from input to output must be reduced. 

4.1.3	For a signal, such as speech, with a high degree of intrinsic redundancy, it would in principle be possible to perform some error detection and correction at the receiver without adding further redundancy, by examining the reproduced audio stream. However, this is generally too complex and too dependent upon the uncontrolled redundancy of the source signal to be attractive.

4.1.4	If the physical cause of digit errors is such that any digit is as likely to be affected as another, the errors are described as random. A typical cause of random errors is thermal noise in the received signal. Other types of interference such as a lightning strike or an arc from a closing switch, however may make it likely that when an error occurs, several symbols in succession will be corrupted, this is known as a burst error. In radio communications, burst errors are often due to multipath fading.

4.2	Characteristics of ECC for radiomicrophones

4.2.1	The primary objective of ECC will be to achieve a desired end-to-end probability of either uncorrected or undetected errors. The choice of code will depend on the error characteristics of the channel. The other important factors are:

increase in transmission rate over the channel due to the coding;

power efficiency savings by being able to accept a worse received Bit Error Rate (BER);

impact on overall audio delay;

implementation complexity;

cost of coder and decoder.  

4.2.2	Of particular importance in the use of ECC for radiomicrophones is the ability to detect errors. The nature of radio transmissions means that there are always likely to be some received errors (and hence a need for error correction). Where the error correction capability stops, it must be possible to continue to detect the presence of errors. This will allow the receiver to mute (silence) the output rather than to allow data containing errors to be converted to audio and heard.

4.2.3	Taking into account all components having an impact on the delay (such as audio coding), it is assumed that ECC could introduce a maximum of 1 ms in the overall audio delay, (0.5 ms at the encoder and 0.5 ms at the decoder). Since the bit rate at the input of the ECC (ie output of the audio coding) has been identified as being 192 kbps (see section 3.5), the maximum acceptable delay corresponds to a period in which 96 bits could be received.

4.2.4	Another important characteristic of ECC is the overhead (ie redundancy bits) introduced in the data information. As already mentioned above, the introduction of overhead bits has an impact on the transmission rate and on bit error rate (BER), it is therefore necessary to determine a trade-off. 

4.2.5	In order to make comparisons between the various error control codes, we shall also assume a maximum overhead. In this instance we shall assume a maximum overhead of 64 kbps taking the overall transmitted data rate to 256 kbps. The impact of this assumption is to limit the maximum error correction capability of a code (and hence the received BER).

4.2.6	A characteristic of the code efficiency may be the number of errors that the code is able to correct (error correction rate) per block. However in order to ensure quasi-error free reception (with a BER at the input of the audio decoder of 10-6 or better), the size of block that we are encoding and decoding must be taken into account. Effectively, the probability that errors occur (and therefore probability that the code is able to correct them) depends on the length of the block. In other words, given a fixed correction rate per block, the probability to correct errors is not the same for different block sizes. This is because the probability that error occurs in a block must be taken into account. The statistics of error occurrence and related BER are given in equation 4-1 below: 
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where n is the number of errors in the block, b is the number of bits in a block and r is the bit error rate at the input of the ECC. 

4.2.7	Therefore, code performances will be compared on the statistically largest input BER with which the code gives high performance. A fixed probability to correct all errors of a block of 0.999 is aimed.

4.2.8	Section 4.3 describes ECC techniques available, and for each of them assesses the efficiency (ability to correct errors), the impact on the transmission rate and the delay introduced. Summary of the performances are given in section 4.4, whilst section 4.5 presents the chipset availability for ECC.

4.3	Available techniques

4.3.1	Block coding

Single parity check

4.3.1.1	The simplest block coder appends a single parity digit to each block of k message digits. Typically, for binary digits, the parity may be either the modulo-2 sum of the message bits or 1 minus that sum (the later case is known as odd parity). The decoder forms the sum of the bits of the received message, and is able to determine if there has been an error: if the result of the sum is 0, it is assumed that the codeword is correct, if the result is 1, there has been an error. Note that when an error is detected, there is no way to deduce which bit(s) are in error. Moreover, if more than one error occurs, and the number of errors is even, the single parity code will fail to detect them.

4.3.1.2	This code in inappropriate to the radiomicrophone application because it does not allow correction of errors, it only detects them. Therefore, this code will not be studied further.

2-D parity check

4.3.1.3	A more powerful parity code can be created by arranging the message bits on a rectangular array, and calculating parity bits for each row and each column. Changing any one message bit changes one row parity and one column parity as well, therefore this code can be used for single error correction (the error is assumed to be in the changed parity row and column) or multiple error detection.

4.3.1.4	Assuming that a maximum of 96 bits could be stored in the array, it is possible to have a 2-D parity check code composed of an array of (8x12), introducing 20 bits overhead for a codeword length of 116 bits at the output of the coder. This provides good performance for a BER of 0.0006 at the input of the decoder.

Hamming code

4.3.1.5	The even parity codes are simple examples of a powerful class of codes called linear block codes. For such codes, the block of n- digit produced by the coder corresponds to the multiplication of input k-digit message by the (k x n) generator matrix. Hamming codes can be used for single error correction or multiple error detection. The matrix is chosen so that its k rows are linearly independent from each other, and none of them is all-zero. It is then easy to show that each of the n possible single bit errors generates a different non-zero syndrome, so that any single bit error may be corrected. Codeword lengths are given by equation 4-2.

n=2r-1 (where r is the overhead and n is the codeword length) 	 4-2

4.3.1.6	The simplest Hamming codes have outputs and inputs of (3,1), (7,4), (15,11), (31,26), (63,57), (127,120), where the first digit represents the number of output bits (r+k) and the second the number of input bits (k). As the maximum delay for the radiomicrophone is 96 bits, the most suitable Hamming code is (63,57), with only 6 bits overhead introduced, and giving good performance with an input BER of 0.0009 at the input of the decoder.

Interleaving

4.3.1.7	Interleaving, also known as interlacing, is a technique used to combat burst errors, such as those which occur in fading radio channels. The principle is very simple. Consider, as an illustration, eight 15-bit codewords produced by a Haming (15,11) coder. Assume that these are stored as the eight rows of an 8 x 15 bit array and that this array is then transmitted column by column. This means that the eight first bits of the 15 codewords will be transmitted, then the eight second bits, and so on. The receiver re-groups the received bits in to the original pattern of eight 15-bit codewords before decoding. Note that the interleaving delay is to be added to the Hamming code delay, and therefore in our example, an overall delay of 88 bits is introduced.

4.3.1.8	In this example, if there is a burst error of up to eight bits duration, no more that one bit in each codeword will be affected. Because the code is single-error correcting, the receiver can clearly correct these errors. Therefore, the use of 8-way interleaving allows correction of 8-bit burst errors. The extension of this technique to more powerful codes is straightforward, and permits correction of combinations of random and burst errors. In our example, good performance of the decoder is expected for an input BER up to 0.023.

4.3.2	Cyclic codes

4.3.2.1	Cyclic codes are a very important class of linear block codes, for two reasons: firstly, cyclic codes are available for a wide range of error detecting and correcting requirements, including burst error correction; secondly, the encoders and decoders can be implemented efficiently using feedback shift registers. Their main advantage is their ability to correct multiple errors.

BCH and Reed Solomon codes

4.3.2.2	BCH codes are one of the most extensive and powerful family of error-correcting cyclic codes and because of their mathematical structure allow decoders to be implemented reasonably easily, even for multiple error correction.

4.3.2.3	Reed-Solomon codes are an important subclass of non-binary BCH codes. They are widely used and are particularly suitable for demanding applications such as terrestrial broadcasting of digital television, deep-space communications and compact disk storage. Reed-Solomon codes are multi-level codes where the code words are constructed from symbols from a Galois Field. The codes have the property that if 2t parity symbols are added to each block of data to form a codeword, then the code can find and correct up to any t lost symbols.

4.3.2.4	For the radiomicrophone application as defined in this report, the most optimal Reed-Solomon code would be the (15,13) code, with symbols of 4 bits and a single symbol correction per block. This code has a delay of 52 bits, enables an output  transmission rate of 221.5 kbps and gives good performance with an input BER of 0.015. More powerful Reed-Salomon codes would require longer delay or greater overhead.

4.3.3	Convolutional and concatenated codes

4.3.3.1	A convolutional coder operates on the source data stream using a ‘sliding window’ and produces a continuous stream of encoded symbols. Many of the concepts related to block codes also apply to convolutional codes, they can for example be used for error detection and correction. They are widely used to encode digital data prior to transmission through noisy or error-prone channels. During encoding, k input bits are mapped to n ouput bits to give a rate k/n coded bitstream. The encoder consists of a shift register of kL stages where L is described as the constraint length of the code. 

4.3.3.2	At the receiver, the bitstream can be decoded to recover the original data, correcting errors in the process. The optimum decoding method is maximum-likelihood decoding where the decoder attempts to find the closest valid sequence to the received bit stream. The most popular algorithm is the Viterbi Algorithm.

4.3.3.3	Concatenated coding means the application of one error correcting code to the input data, followed by the application of another code, and so on. It is valuable when the different codes can combat different types of error (eg burst against random), and is used when the overall efficiency (k/n) of the concatenated code is higher than that of any single code with the same error correcting capability.

4.3.3.4	To be most effective, a convolutional code should have a long constraint length (and hence delay) and as such we shall not consider their use further.

4.4	ECC performance

4.4.1	Table 4-1 summarises the characteristics and performance of the linear block codes described above, assuming a maximum allowed delay of 96 bits, an input bit rate of 192 kbps and a target output bit rate of 256 kbps. The maximum input BER giving high level of performance (probability to correct all errors of a block of 0.999) is also given.



Code�Error correction�Delay�Input BER�Output bit rate��Single parity check�None�96 bits�n/a�194 kbps��2-D parity check (8*12)�Random �96 bits�0.00045�232 kbps��Hamming code (3,1)�Random �1 bit�-�576 kbps��Hamming code (7,4)�Random �4 bits�-�336 kbps��Hamming code (15,11)�Random �11 bits�-�261 kbps��Hamming code (31,26)�Random �26 bits�0.0017�228 kbps��Hamming code (63,57)�Random �57 bits�0.0008�212 kbps��Hamming code (3,1) interleaved�Burst (96 bits long)�96 bits�-�576 kbps��Hamming code (7,4) interleaved�Burst (24 bits long)�96 bits�-�336 kbps��Hamming code (15,11) interleaved�Burst (8 bits long) �88 bits�-�261 kbps��Hamming code (31,26) interleaved�Burst (3 bits long)�78 bits�0.0052�228 kbps��Hamming code (63,57) interleaved�Burst (2 bits long)�114 bits�-�212 kbps��Reed Solomon (3,1)�Burst (2 bits long)�2 bits�-�576 kbps��Reed Solomon (7,5)�Burst (3 bits long)�15 bits�-�269 kbps��Reed Solomon (15,13)�Burst (4 bits long)�52 bits�0.015�221 kbps��Reed Solomon (32,30)�Burst (5 bits long)�150 bits�-�205 kbps��Reed Solomon (7,4)�Burst (3 bits long)�12 bits�-�336 kbps��Reed Solomon (15,11)�Burst (4 bits long)�44 bits�-�261 kbps��Reed Solomon (32,28)�Burst (24 bits long)�140 bits�-�219 kbps��Table � STYLEREF "Heading 1,h1" \n �4�-� SEQ Table \* ARABIC �1�: Summary of ECC performance

4.4.2	Codes requiring too much bandwidth or which add too great a delay are shown in grey in table 4-1. The results show that theoretically, the Reed-Solomon code gives better performance than Hamming codes, allowing better correction of burst errors (4 bits long) with an input BER three time higher than Hamming code (31,26) interleaved, with a delay of around 0.54 ms. 

4.5	Chipsets

4.5.1	Reed-Solomon ECC algorithms have been implemented by a large number of manufacturers. Their use in applications such as digital television and compact discs means that there are a wide range of chipsets available that can support their implementation. Coders and decoders are equally widely available and we can see no reason why their use should pose unnecessary barriers in the manufacture of radiomicrophones. As much of the equipment that currently uses these codes is battery powered, we can foresee no difficulties relating to the need to ensure low power consumption.

4.5.2	It is also worth noting that simple Reed-Solomon codes can be implemented in software, hence it is possible that no actual chipset will be required, only that there is sufficient processing power in the transmitter and receiver to implement the Reed-Solomon algorithms.

4.6	Conclusions

4.6.1	Using widely available Reed-Solomon ECC algorithms, we have shown that is it possible to correct received bit error rates of 0.015 to give a probability of an error being corrected of 0.999 with an overhead of 29 kbps and with a total delay of around 0.54 ms. (Note that using this scheme, to give a probability of an error being corrected of 0.999999 would require an input BER of 0.0015).

4.6.2	Adding additional overhead and hence reducing the BER required to decode the received signal would increase the data rate to be transmitted, and as we shall see, this would lead to increased transmitter power requirements. Theoretically, more powerful codes, such as BCH (63,48) or BCH (128,96), would allow better performance but they are practically very difficult to design and operate and a problem of chipset availability would occur. Performance of Reed-Solomon codes as shown in this report are satisfactory for the radiomicrophone application.
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5.1	Introduction

5.1.1	In any digital transmission system, a modulator is used to convert the stream of digital data into an analogue signal to be carried over the transmission path. The input data signal and the modulator determine the form of the transmitted signal. A demodulator is required to reconstruct the input signal. 

5.1.2	Based upon the assumptions we have made to date the modulation scheme employed must have sufficient capacity to support the 256 kbps which we are assuming are required in order to support digital radiomicrophone operations within a bandwidth of 200 kHz. Note that the Reed-Solomon code identified in section 4 gives a transmission bit rate of only 221 kbps, thus further reducing the overall transmitted bandwidth. This section discusses modulation techniques, their efficiency and the commercial availability of chip-sets to support their implementation.

5.2	Review of available techniques

5.2.1	A large range of techniques are available for digital modulation of a carrier. This section provides an overview of the most commonly used schemes.

Amplitude Shift Keying

5.2.2	Amplitude Shift Keying (ASK) is widely used in wireless telegraphy (for example, Morse code) and in optical communication systems. Binary ASK (ie the transmission of a single bit of data per symbol period) is also known as ‘on-off keying’, since if a binary signal is used to modulate the carrier, the carrier is effectively turned on and off in sympathy with the baseband data. Practical implementations are relatively straightforward as the carrier can be mixed with the data to produce the required signal. Figure 5-1 illustrates this process. 
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Figure � STYLEREF "Heading 1,h1" \n �5�-� SEQ Figure \* ARABIC �1�: Block diagram of an ASK modulator

5.2.3	Demodulation follows the reverse of the process. The RF carrier frequency is mixed with the incoming ASK signal to reproduce the original baseband input. A number of different amplitudes could be used to represent more than one bit of information in each symbol period. For example, if the transmitted amplitude could be any of the values 0, 1/3, 2/3 and 1, two bits of information could be carried in a single transmitted symbol. The generic name for an ASK system capable of transmitting log2m bits of data per symbol period is m-ASK and requires m transmitter power levels.

Frequency Shift Keying

5.2.4	Frequency Shift Keying (FSK) is a modulation scheme whereby the frequency of the transmitted signal is modulated with the data stream. It is widely used for data transmission over telephone connections in public switched telecommunication networks. Binary FSK is equivalent to applying ASK to two carrier frequencies, one being switched on when the baseband signal is 0 and the other when it is 1. Alternatively, the data signal can be fed to the control port of a voltage to frequency converter (such as a Voltage Controlled Oscillator or VCO). Figure 5-2 demonstrates both of these concepts.
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Figure � STYLEREF "Heading 1,h1" \n �5�-� SEQ Figure \* ARABIC �2�: Block diagram of two potential FSK modulators

5.2.5	FSK has the advantage (for use as a radio transmission modulation scheme) that it has a constant carrier level, hence the transmitter does not need to be linear and the receiver can limit (ie amplify until clipping is reached) the incoming signal in order to remove signal level fluctuations due to, for example, fading. 

5.2.6	Demodulation can take place in one of two ways: Two filters can be used to distinguish between the two transmitted frequencies, or a frequency locked loop can be used to convert the transmitted frequency back into two voltage levels (ie perform the inverse function of the VCO). To transmit more than one bit of information in each symbol period, a number of different frequencies could be used. The generic name for an FSK system capable of transmitting log2m bits of data per symbol period is m-FSK.

Phase Shift Keying

5.2.7	Phase Shift Keying (PSK) is a modulation scheme whereby the phase of the transmitted signal is modulated by the data stream. In Binary PSK the phase of the carrier is shifted between to two positions that are 180 degrees apart. Figure 5-3 illustrates a typical BPSK modulator. Note the subtle difference from the ASK modulator that the baseband signal takes the values of +ve and –ve instead of +ve and 0, thereby reversing the phase of the output signal for a 1 and a 0 rather than turning it on or off. 
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Figure � STYLEREF "Heading 1,h1" \n �5�-� SEQ Figure \* ARABIC �3�: Block diagram of a BPSK modulator

5.2.8	As with FSK, PSK has the advantage (for use as a radio bearer) that the output signal has a constant carrier level. Demodulation of the signal can be the same as for ASK, that is that the BPSK signal is mixed with the original RF carrier to reconstruct the original baseband signal.

5.2.9	Alternatively, the incoming signal can be delayed by one symbol period and then mixed with the incoming signal. Such a demodulator will produce an output that is the difference between the current symbol being received and the previous one, and is known as a Differential-PSK (DPSK) demodulator.

5.2.10	To transmit a number of bits per symbol period, smaller changes in phase can be used. For example, instead of using just 0 and 180 degrees, 0, 90, 180 and 270 degree shifts could be used to allow transmission of two bits per symbol period. The generic name for a PSK system capable of transmitting log2m bits of data per symbol period is m-PSK. Note that 4-PSK is usually referred to as QPSK (Quadrature Phase Shift Keying).

5.2.11	There are a number of similarities between the performance of FSK and PSK systems, however, one of the key differences between the two is the ease of implementation. m-PSK signals can be generated and decoded significantly more easily than m-FSK signals to the extent that few m-FSK transmission systems exist. Given the similarities and this key difference, we shall only consider further m-PSK systems.

5.2.12	Gaussian Minimum Shift Keying (GMSK) is the modulation scheme used by the pan-European digital cellular mobile communication system (GSM). It is a special case of phase shift keying allowing smoother phase state changes, bandlimited by a Gaussian filter.

Quadrature Amplitude Modulation 

5.2.13	As the amplitude and phase (or frequency) of a transmitted signal can be demodulated independently of each other (remember that a PSK and FSK receiver remove amplitude variations by limiting the incoming signal and that an ASK receiver pays no attention to the phase of the incoming signal), it is possible to combine the schemes to produce a modulation scheme that conveys information both as amplitude and phase. Such a modulation scheme is known as Quadrature Amplitude Modulation (QAM).

5.2.14	Often, modulators first perform the phase (or frequency) modulation, then the constant carrier produced is used as the RF carrier feeding the ASK modulator. Often, however, digital signal processing (DSP) is used both to generate and demodulate QAM signals. The generic name for a QAM signal capable of transmitting n states per symbol period is n-QAM. Note that n is not a power of 2 as with the m index for ASK, FSK or PSK as, typically, the same number of phases as amplitude levels is used resulting in the transmission of square numbers of states (eg 4, 9, 16, 25).

5.3	Assessment of modulation schemes

Interference to other equipment

5.3.1	Radio transmissions have the ability to induce currents in wires. It is important to understand the impact of this in the environments in which radiomicrophones are used. In most instances, audio signals from microphones and instruments are carried via balanced cables which by nature of their balance reduce common mode currents induced into them. The signals though are very small (typically a microphone may produce 1 mV rms of audio). In addition, in many theatres, induction loops are provided for hearing aids. These consist of loops of wire running around the theatre and are unbalanced.

5.3.2	Both the low level audio signals and the induction loops are, to varying degrees, susceptible to interference from radio transmitters. Typically, any RF signal induced will be rectified by the input or output stages of the amplifiers used and turned into a dc voltage. If the level of the radio signal inducing the RF signal is constant, the dc voltage will remain constant, but if the level changes, this change will appear as an audio signal superimposed onto the required audio signal. This is in fact the mechanism used by radio receivers to demodulate AM transmissions – the only reason that theatre audio equipment does not act as an AM radio receiver is that copious filtering is applied to the systems in an attempt to reject RF signals. 

5.3.3	With close proximity transmitters, however, the signal induced can be sufficient to overcome the filtering and still cause problems. This has been borne out in theatres where members of the audience have used GSM phones which have affected induction loop systems. GSM phones use time division multiplexing and therefore superimpose a low frequency (circa 100 Hz) amplitude modulated signal on top of the GMSK carrier used to transmit the data.

5.3.4	Given this, the use of any modulation scheme which does not have a constant amplitude could potentially cause problems to theatre audio systems. ASK, QAM and Time Division Multiple Access (TDMA) systems will therefore not be considered further as they have inherent amplitude modulation.

5.3.5	Higher order PSK schemes also introduce some amplitude modulation of the transmitted signal but this is much less than for a system which relies on amplitude modulation as the medium for data transfer. There are also mechanisms which allow some forms of higher order PSK to have a constant amplitude and these will be explored further.

Power and spectral efficiency

5.3.6	The spectral efficiency of a modulation scheme is measured as the number of bits of information that can be transmitted per Hz of transmitted bandwidth per second, the unit used is bits/s/Hz. The more data the scheme transmits within the same bandwidth, the more spectrally efficient the system is. We are aiming to ensure that the 200 kHz channel spacing currently employed can be maintained.

5.3.7	The power efficiency is associated with the performance of the modulation scheme and corresponds to the power needed to transmit information with an acceptable bit error rate. The less transmitted power the system needs in order to produce the same received bit error rate, the more power efficient the system is. Since errors are mainly due to noise or interference, systems which require low received Carrier to Noise ratios (C/N) are considered as power efficient, since they require less transmitted power for the same performance.

5.3.8	Some systems, as detailed below, present a good spectral efficiency but need a lot of transmitted power. The amount of transmitter power available is limited both to reduce interference potential and, more importantly for radiomicrophones, to conserve battery power. Systems which are therefore very spectrally efficient but which require greater received C/N are less likely to be of use in radiomicrophone applications.

5.3.9	Table 5-1 depicts the spectral efficiency of GMSK and m-PSK schemes, and the minimum bandwidth required to transmit the 256 kbps output from the audio coder, following error correction.

5.3.10	From table 5-1, it can be seen that increasing the level of the modulation scheme requires less bandwidth to transmit the same amount of data (or alternatively could allow increased amounts of data to be transmitted in the same bandwidth). It can also be seen that a BPSK system would occupy more than the 200 kHz target bandwidth we are aiming for.



Modulation scheme�Typical spectrum efficiency�Minimum bandwidth needed��BPSK�0.83 bits/s/Hz�308 kHz��GMSK�1.24 bits/s/Hz�206 kHz��QPSK�1.66 bits/s/Hz�154 kHz��8-PSK�2.5 bits/s/Hz�102.4 kHz��16-PSK�3.33 bits/s/Hz�76 kHz��Table � STYLEREF "Heading 1,h1" \n �5�-� SEQ Table \* ARABIC �1�: Spectral efficiency of m-PSK modulation schemes

5.3.11	It is apparent that a GMSK solution would allow the 221 kbps produced using the proposed Reed-Solomon code to be transmitted within a 200 kHz bandwidth, it does not allow the more general 256 kbps solution to fit within 200 kHz. Whilst the main transmitted energy would be contained within around 200 kHz, there would be a significant amount of radiation outside this. Figure 5-4 demonstrates the bandwidth of the BPSK, GMSK and QPSK signals as given in table 5-1.
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Figure � STYLEREF "Heading 1,h1" \n �5�-� SEQ Figure \* ARABIC �4�: Spectra of BPSK, GMSK and QPSK signals�

5.3.12	It can be seen that the GMSK signal contains most of the main signal within the 200 kHz channel, however in order to re-use the next 200 kHz channel, near brick-wall filters would be required and this is clearly impractical. The QPSK signal is fully contained within the 200 kHz channel and the use of band limiting filters (not taken into account in figure 5-4) would reduce the level of the sidebands in adjacent channels to acceptable limits. The lowest level modulation scheme that will therefore safely support the required 256 kbps in a 200 kHz bandwidth is QPSK. 

5.3.13	The penalty for the increased data rate obtained with multiphase PSK is a lower immunity to noise (as demonstrated in figure 5-5). Each time the number of bits transmitted per symbol is increased, the required received signal strength to produce the same received bit error rate, to a first order approximation, doubles.

5.3.14	This is because the signal output voltage from the demodulator is proportional to cos (, where ( is the angle between the incoming and locally regenerated carrier. Any departure from (=0 reduces the amplitude of the output signal from the demodulator. However, there is no reduction in the noise output and hence there is an increase in the error rate.

�

Figure � STYLEREF "Heading 1,h1" \n �5�-� SEQ Figure \* ARABIC �5�: Comparison of power efficiency of PSK modulation schemes

5.3.15	It is therefore necessary to make a trade-off between the bit error rate allowed and the power savings. The Bit Error Rate (BER) is directly related to the Carrier to Noise ratio (C/N), as shown in equation 5-1 (M being the level of modulation).
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5.3.16	Table 5-2 below depicts C/N for the BER corresponding to the chosen Reed-Solomon (15,13) ECC codes. At the same level of performance (same BER), the less the C/N, the less power is needed to transmit the bit stream. Since radiomicrophones are restricted in power, due to battery use, it is essential to design a system that requires the minimum transmitted power.



Modulation scheme�BER = 0.015��QPSK�6.8 dB��8-PSK�11.4 dB��16-PSK�16.7 dB��Table � STYLEREF "Heading 1,h1" \n �5�-� SEQ Table \* ARABIC �2�: Comparison of C/N for m-PSK modulation schemes 

5.3.17	It can be seen that QPSK is more power efficient than 8-PSK since it requires less power to transmit data at the same level of performance (same BER). The difference for each increase in the order of the PSK scheme is around 5 dB. This is above the theoretical 3 dB as the BER is at the lower extremes of a typical system, and at these rates conventional ‘one extra bit per symbol equals a 3 dB increase’ rules do not directly apply.

5.3.18	QPSK offers good performance in the required bandwidth and is power efficient. It is seen as the best solution in this application.

Ease of design

5.3.19	To coherently receive a QPSK signal requires synchronisation of the locally regenerated carrier in the receiver with the transmitted carrier. To do this requires that the transmitted carrier is sufficiently stable to allow the receiver to ‘coast’ during fades, such that the transmitter and receiver continue to remain synchronised. Given that the receiver for a radiomicrophone system can be significantly more complex than the transmitter such synchronisation is not seen as a problem. Note that Differential QPSK (DQPSK) allows non-coherent demodulation of the received signal but that it requires a higher signal level than its coherent counterpart to achieve the same received BER.

5.3.20	Chipsets capable of transmitting and receiving QPSK signals are widely available. QPSK is used in a large number of radio based data applications (such as NICAM) and as such we do not envisage that its use for radiomicrophones would unnecessarily limit the scope of a manufacturer for open procurement. The power consumption of a QPSK transmitter is low. Indeed the QPSK signal can be generated using passive components (mixers) if necessary.

The effects of band-limiting the QPSK signal 

5.3.21	Thus far, we have only considered the theoretical aspects of the proposed modulation scheme (QPSK). As was demonstrated in figure 5-4, an unfiltered QPSK signal produces a significant amount of power at frequencies removed from the main carrier. These sidebands can be removed by one of two mechanisms: either the data stream feeding the modulator can be low pass filtered or the resultant QPSK signal can be band pass filtered. Either of these mechanisms has the desired effect of reducing the power contained in the sidebands but does produce two unwanted side effects:

there is an increase in Inter-Symbol Interference (ISI). This leads to a minor decrease in the received BER (or an increase in transmitter power to produce the same BER). The degree of affectation depends on the degree of filtering;

the QPSK signal contains an amplitude modulated component.

5.3.22	It is the latter of these two which is the most concerning. As already stated, any amplitude modulation has the potential to induce signals into sensitive audio equipment and hence produce audible responses from amplifiers and similar equipment. Also, if the amplifiers used in the transmitter are non-linear, the sidebands eliminated by the filtering process will be regenerated. As non-linear (Class C) amplifiers are more efficient than linear amplifiers, there is also a potential impact on battery consumption.

5.3.23	Two solutions present themselves:

Do not band limit the QPSK signal. This would entail the transmitted signal occupying a much greater bandwidth than would otherwise be necessary. Receivers could, of course, apply channel filtering to ensure that adjacent channel performance was not degraded too significantly, however, interference between transmitters would lead to the necessity to ensure that directly adjacent channels were not used at the same location. Ideally, a balance would be struck between the amount of transmitter filtering applied and the adjacent channel performance of the system.

Use OK-QPSK. Offset-Keyed QPSK is a mechanism of decreasing the amount of amplitude modulation caused when a QPSK signal is band limited. OK-QPSK is already used in satellite communications as the high power amplifiers (HPA) used are non-linear when driven to a level where there efficiency peaks. Using OK-QPSK would not overly complicate the transmitter, nor the receiver, and does not affect the overall spectral efficiency of the modulation scheme.

5.4	Comparison with existing systems

5.4.1	Figure 5-6 below illustrates the received (input) and the resultant (output) signal to noise ratios for a typical FM demodulator. The lower line represents the improvements that can be achieved by using a technique known as threshold extension. For radiomicrophone use, it is unlikely that threshold extension would be used as the interest is in high signal to noise ratios rather than improving performance at poor ratios.
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Figure � STYLEREF "Heading 1,h1" \n �5�-� SEQ Figure \* ARABIC �6�: Input and output signal to noise ratios for a typical FM demodulator

5.4.2	Radiomicrophones typically use audio companders which have the effect of doubling (for a 2:1 companding ratio) the perceived output signal to noise. Hence in the example given, to achieve a perceived 96 dB output signal to noise would require an approximate input signal to noise of around 30 dB (AKG quote a required S/N ratio of 25 dB). Performance varies dependent upon the ratio of the deviation to the input (or more accurately, output) audio bandwidth.

5.5	Conclusions

5.5.1	We have found that, based on the assumptions we made regarding audio coding and error control, QPSK allows the necessary data to be transmitted within the target 200 kHz bandwidth. Such a system is also highly resilient to errors and requires a significantly lower received signal (carrier) to noise ratio than for an equivalent FM system.

5.5.2	Implementation of a QPSK system is practical and should be low cost and low power as chipsets for the modulation scheme are widely available. It may be necessary to use variants of QPSK (such as OK-QPSK) to reduce the amplitude modulation produced when a QPSK signal is band limited. Alternatively, there may need to be a trade-off between the degree to which the transmitted signal is filtered and the bandwidth which it occupies.

�6	Sharing issues

6.1	Introduction

6.1.1	One of the difficulties in licensing radiomicrophone systems across Europe is the different allocations which are made available for their operation in different countries. This is a particular problem for concerts or shows that tour various countries as applications for frequencies must be made in each country visited, and re-tuning of microphones to take account of the frequencies allocated can take a significant time.

6.1.2	Given the low power transmitted from radiomicrophones and the fact that they are only required to operate over a short range, there is potential for greater sharing with other services than for many other types of radio transmission equipment.

6.1.3	This section explores the opportunities for sharing and the impact of such a sharing arrangement to and from other services.

6.2	Choice of frequencies and impact of modulation scheme

6.2.1	As shown earlier, the main frequency dependent factors in a radiomicrophone system balance out such that (other than the increased potential for multi-path reflections) operation at any frequency is equally feasible. The European Radiocommunications Office’s Detailed Spectrum Investigation (DSI), Phase II recommended that the bands 29.7 – 34.9 MHz, 174.0 – 175.5 MHz and 862.0 – 875.0 MHz be made available for radiomicrophones. In addition it considered the use of the 2400 – 2483 MHz ISM band as used in the USA. It is also known that the band 1785 – 1800 MHz is being considered for use by radiomicrophones.

6.2.2	Until harmonisation over the choice of frequencies takes place, however, individual administrations’ assignments will continue to vary such that either re-tuning will be required as a touring concert moves between countries, or the radiomicrophone system will have to share with the services having primacy in the frequency band in which they wish to operate.

6.2.3	It has been shown that the use of QPSK along with a simple error control coding scheme will allow continued transmission of audio with bit error rates of 0.015. The required C/N ratio for this is 6.8 dB. In ideal operating conditions, and with an operating range of 10 metres, this equates to a transmitter power of around 100 microWatts. It is expected that digital radiomicrophone systems will have a transmitter power of 10 milliWatts. This provides a margin of over 20 dB to ensure continued operation in the non-ideal fading environment in which real systems operate. The introduction of interference to the channel will have the effect of reducing this margin.

6.2.4	For non-coherent interference the C/I ratio is the same for noise and interference, hence a protection ratio of 6.8 dB is required against interference in an environment where random errors due to noise were minimal. If one assumes that the contribution to overall noise comes both from the thermal noise of the radio system and from non-coherent interference, a protection ratio of around 10 dB would be required.

6.3	Sharing with DVB-T

6.3.1	Digital Terrestrial Television (DTT) will commence transmission in the UK in late 1998 and will be implemented across Europe over the next ten years. These transmissions will use the Digital Video Broadcasting – Terrestrial (DVB-T) transmission format which employs a Coded Orthogonal Frequency Division Multiplex (COFDM) modulation scheme with either 1,705 or 6,817 carriers (known as the 2k and 8k mode respectively) spread across an 8 MHz channel. 

6.3.2	Tests conducted by the Radiocommunications Agency show that interference from a DVB transmission to an analogue radiomicrophone system are potentially more damaging than from the radiomicrophone system to a DVB-T transmission. This is somewhat predictable given the relative bandwidths of the two systems. Assuming that a full 200 kHz was occupied by a radiomicrophone transmission, this would affect only one fortieth of the total carriers in use to carry the DVB-T transmission, thereby causing a worst case received bit error rate of 1 in 40. Of course, as the number of radiomicrophone transmissions within the passband of a DVB-T receiver increased, so would the potential for interference and hence the effect on the received DVB-T bit stream.

6.3.3	In the reverse direction, around one fortieth of the power being transmitted by the DVB transmission would fall within the radiomicrophone receiver passband. If the receiver therefore requires a co-channel protection of X dB relative to an equivalent bandwidth transmission, this equates to a protection ratio of X-16 dB for a radiomicrophone (in 200 kHz bandwidth) relative to an 8 MHz DVB signal.

6.3.4	The DVB transmission structure provides for certain of the carriers to be transmitted at a boosted power level. These ‘pilot’ carriers are to aid in the tuning of the receiver and occur at regular (but not constant) intervals throughout the spectrum of the transmission. Figure 6-1 below shows the position of the pilot carriers for the 2k mode.
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Figure � STYLEREF "Heading 1,h1" \n �6�-� SEQ Figure \r 1 \* ARABIC �1�: Position of DVB-T pilot carriers

6.3.5	It can be seen that the spacing of the pilot carriers is relatively random with the spacing between individual carriers being anything between 3 and 192. Given the fact that the pilot carriers are transmitted at a boosted power and the key role they play in receiver synchronisation and tuning, it would make sense to avoid them when sharing between radiomicrophone systems and DVB-T. This will ensure both that the increased interference the pilot carriers could cause is avoided and that DVB-T receivers are not unduly affected by the presence of interference from radiomicrophones. 

6.3.6	The frequency spacing between carriers in the 2k system, as will be used in the UK, is 4,464 Hz, hence the gaps between carriers vary between 13.4 and 857 kHz. In the 2k instance, there are 17 gaps of over 200 kHz. It should be noted that in the 8k mode, as is likely to be used elsewhere in Europe, the number of pilot carriers is 177 (as opposed to 44) spaced at multiples of 1,116 Hz and the number of gaps between pilot carriers of over 200 kHz is only 4.

6.3.7	From the above discussions we can draw the following conclusions regarding the possibility for sharing between the proposed digital radiomicrophone system and a DVB-T transmission:

because of the relative bandwidths of the two systems, there exists a certain amount of tolerance to mutual interference;

more interference is likely to be caused to a radiomicrophone system from a DVB-T transmission than vice-versa;

as the number of radiomicrophone transmissions within an 8 MHz channel being used for DVB-T is increased, the potential for interference to the DVB-T transmission rapidly increases;

radiomicrophone transmissions on frequencies used for DVB-T pilot carriers should be avoided. In countries using the 2k transmission mode, many such opportunities exist. In countries using the 8k transmission mode, only 4 gaps of 200 kHz exist between pilot carriers.

�7	Conclusions

7.1	Introduction

7.1.1	This section presents a synopsis of the conclusions of this study. We have addressed the industry’s key requirements for digital radiomicrophones and have taken a pragmatic approach to a choice of operating parameters to meet these requirements. 

7.1.2	As a result we have determined the foundations for a very workable digital radiomicrophone system that is capable of operating within the design bandwidth of 200 kHz and which allows existing transmitter power levels to be sustained with no loss of performance (indeed the performance of the digital system is better).

7.2	Findings

Key criteria

7.2.1	The key audio criteria which any digital radiomicrophone system must meet are:

Audio bandwidth: This should extend to 15 kHz or, preferably, beyond (to 20 kHz).

Dynamic range: This should be at least 90 dB.

Audio delay: A delay of up to 5 ms is allowable in the majority of applications.

Frequency of operation

7.2.2	If it is assumed that the size of transmitting and receiving antennas is not varied with frequency and that the sensitivity of the receiver and the output power of the transmitter are not changed, operation at any frequency produces the same received signal power.

Overcoming fading

7.2.3	The coherence bandwidth of fades in an indoor environment have a minimum of around 1.6 MHz. To overcome such fades using frequency diversity techniques (such as the use of CDMA or OFDM) would lead to significant additional complications in the radiomicrophone system. Spatial diversity techniques (using two or more antennas) remain the simplest and most effective method for overcoming the fades experienced in radiomicrophone environments.

Audio coding

7.2.4	It is possible to use ADPCM techniques to reduce the transmitted bit rate by a factor of four (to 176 kbps). Doing so has a minimal impact upon audio quality and should allow tandem coding of the audio into other digital formats at a later stage.

7.2.5	A number of organisations including APT Technology of the UK and the US Institute of Musical Arts have produced working implementations of the ADPCM algorithm and there appear to be no barriers to other manufacturers adopting it.

7.2.6	To allow for additional scope when choosing an appropriate audio coding algorithm we have allowed a data rate of 192 kbps for the coded audio. This is more than required for ADPCM.

Error coding 

7.2.7	Using Reed-Solomon algorithms, we have shown that ECC present good performance at bit error rates of 0.015 with an overhead of 29 kbps and with a total delay of 0.54 ms.

7.2.8	Reed-Solomon encoding and decoding chipsets are widely available due to their use in mass market applications such as CDs and digital television receivers. Additionally, due to the limitation on the size of the code brought about by the small number of bits which can be encoded within 1 ms, we believe that it should be possible to implement a software version of the required Reed-Solomon code, further reducing barriers to its use.

Modulation scheme 

7.2.9	We have established that techniques that provide frequency diversity gain such as CDMA and OFDM are not effective in the indoor environment in which radiomicrophones are used unless large blocks of contiguous spectrum can be found and synchronisation information can be transmitted by the receiver. Additionally, the use of such a modulation scheme significantly increases the complexity of the transmitter, something which we are trying to avoid.

7.2.10	We have found that, based upon the assumptions we made regarding audio coding and error control, QPSK allows the necessary data to be transmitted within the required 200 kHz bandwidth. Such a system is also highly resilient to errors and requires a significantly lower received signal (carrier) to noise ratio (6.8 dB) than for an equivalent FM system (25 dB). This reduction in the necessary carrier to noise ratio will increase the overall immunity to intermodulation as the protection ratio for the signal will be of a similar order to the wanted C/N ratio (estimated at around 10 dB) and not the 30 or more dB required for existing analogue systems.

7.2.11	Implementation of a QPSK system is practical and should be low cost as chipsets for the modulation scheme are widely available. It may be necessary to use variants of QPSK (such as OK-QPSK) to reduce the amplitude modulation produced when a QPSK signal is band limited. Alternatively there may need to be a trade-off between the degree to which the signal is filtered and the bandwidth which it occupies.

7.2.12	The use of any modulation scheme which does not have a constant amplitude could potentially cause problems of induction and demodulation of the amplitude component of the transmitted signal to theatre audio systems. ASK, QAM, OFDM and time division multiple access (TDMA) systems are therefore unsuitable for use by radiomicrophones.

Power consumption

7.2.13	The audio and error coding and modulation schemes chosen can be implemented using low power, off-the-shelf chipsets. The modulation scheme employed can be generated using passive components if necessary. As such, we can foresee no power consumption barriers to the construction of a digital radiomicrophone transmitter to the design we have developed.

7.2.14	It is also worth commenting that battery technology itself is progressing. Whilst alkaline or nickel-cadmium batteries are cheap, newer nickel-metal-hydride or lithium-ion cells offer much greater capacity and do not suffer from many of the problems of other cells when recharging.

Sharing with DVB-T services

7.2.15	Because of the relative bandwidths of the radiomicrophones compared to DVB-T transmissions there exists an inherent amount of tolerance to mutual interference. More interference is likely to be caused to a radiomicrophone system from a DVB-T transmission than vice versa.

7.2.16	As the number of radiomicrophone transmissions within an 8 MHz channel being used for DVB-T is increased, the potential for interference to the DVB-T transmission rapidly increases. 

7.2.17	Radiomicrophone transmissions on frequencies used for DVB-T pilot carriers should be avoided. In countries using the 2k transmission mode, many such opportunities exist. In countries using the 8k transmission mode, only 4 gaps of 200 kHz exist between pilot carriers.
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� Dynamic range = 6*n dB, where n is the number of bits per sample.

� Note that the power of the return transmitter could be larger than the transmitter and hence it would not be necessary to spread the synchronisation signal.

� Note that the spectra shown do not include the effect of shaping the input data stream. This would have the effect of reducing the level of the higher order sidebands produced.
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